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Three Reasoning Tasks in Cognitive Argumentation

1. The Library Task
1.1 Introduction
1.2 Cognitive Argumentation
1.3 Bridging to Lower Levels of Cognition
1.4 Take Home Message

2. The Card Task
2.1 Introduction
2.2 Cognitive Argumentation
2.3 Characterization of Canonical Groups
2.4 Take Home Message

3. The Syllogistic Reasoning Task
3.1 Introduction
3.2 Clustering Human Reasoners
3.3 Cognitive Argumentation
3.4 Take Home Message
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THE LIBRARY TASK (Byrne, 1989)

I If she has an essay to finish, then she will study late in the library

I

I She has an essay to finish

What follows?

1. She will study late in the library
2. She will not study late in the library
3. She may or may not study late in the library

Humans seem to suppress previously drawn information.
They reason non-monotonically!

 In total there are 12 cases of the library task!
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THE LIBRARY TASK (Byrne, 1989)

I If she has an essay to finish, then she will study late in the library

I

I She has an essay to finish

What follows?

1. She will study late in the library 96%
2. She will not study late in the library
3. She may or may not study late in the library

Humans seem to suppress previously drawn information.
They reason non-monotonically!

 In total there are 12 cases of the library task!
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THE LIBRARY TASK (Byrne, 1989)

I If she has an essay to finish, then she will study late in the library
I If she has a textbook to read, then she will study late in the library
I She has an essay to finish

What follows?

1. She will study late in the library
2. She will not study late in the library
3. She may or may not study late in the library

Humans seem to suppress previously drawn information.
They reason non-monotonically!

 In total there are 12 cases of the library task!
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THE LIBRARY TASK (Byrne, 1989)

I If she has an essay to finish, then she will study late in the library
I If she has a textbook to read, then she will study late in the library
I She has an essay to finish

What follows?

1. She will study late in the library 96%
2. She will not study late in the library
3. She may or may not study late in the library

Humans seem to suppress previously drawn information.
They reason non-monotonically!

 In total there are 12 cases of the library task!
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THE LIBRARY TASK (Byrne, 1989)

I If she has an essay to finish, then she will study late in the library
I If the library is open, then she will study late in the library
I She has an essay to finish

What follows?

1. She will study late in the library
2. She will not study late in the library
3. She may or may not study late in the library

Humans seem to suppress previously drawn information.
They reason non-monotonically!

 In total there are 12 cases of the library task!
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THE LIBRARY TASK (Byrne, 1989)

I If she has an essay to finish, then she will study late in the library
I If the library is open, then she will study late in the library
I She has an essay to finish

What follows?

1. She will study late in the library 38%
2. She will not study late in the library
3. She may or may not study late in the library

Humans seem to suppress previously drawn information.
They reason non-monotonically!

 In total there are 12 cases of the library task!
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THE LIBRARY TASK (Byrne, 1989)

I If she has an essay to finish, then she will study late in the library
I If the library is open, then she will study late in the library
I She has an essay to finish

What follows?

1. She will study late in the library 38%
2. She will not study late in the library
3. She may or may not study late in the library

Humans seem to suppress previously drawn information.
They reason non-monotonically!

 In total there are 12 cases of the library task!
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Motivation

Idea Understand, formalize and eventually predict episodes of human reasoning!

Since the last decades, various approaches have been proposed, but...

I still, the cognitive science community does not put the results of all experiments together (Newell [1973])

I the existence of 12 theories in any scientific domain is a small disaster (Khemlani and Johnson-Laird [2012])

 A Standard Model of the Mind (Laird et al. [2017])

For the case of human reasoning

A good theory needs to account for various reasoning paradigms,
such as the library task, the card task and syllogistic reasoning

Why can logic-based approaches be interesting for human reasoning?

 Logical reasoning is (...) considered as one of the most fundamental cognitive activities (Woleński [2016])
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Motivation

Idea Understand, formalize and eventually predict episodes of human reasoning!

Since the last decades, various approaches have been proposed, but...

I still, the cognitive science community does not put the results of all experiments together (Newell [1973])

I the existence of 12 theories in any scientific domain is a small disaster (Khemlani and Johnson-Laird [2012])

 A Standard Model of the Mind (Laird et al. [2017])

For the case of human reasoning

A good theory needs to account for various reasoning paradigms,
such as the library task, the card task and syllogistic reasoning

Why can logic-based approaches be interesting for human reasoning?

 Logical reasoning is (...) considered as one of the most fundamental cognitive activities (Woleński [2016])
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Motivation

Idea Understand, formalize and eventually predict episodes of human reasoning!

Since the last decades, various approaches have been proposed, but...

I still, the cognitive science community does not put the results of all experiments together (Newell [1973])

I the existence of 12 theories in any scientific domain is a small disaster (Khemlani and Johnson-Laird [2012])

 A Standard Model of the Mind (Laird et al. [2017])

For the case of human reasoning

A good theory needs to account for various reasoning paradigms,
such as the library task, the card task and syllogistic reasoning

Why can logic-based approaches be interesting for human reasoning?

 Logical reasoning is (...) considered as one of the most fundamental cognitive activities (Woleński [2016])
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Classical Logic

Formal representation

If she has an essay to finish (e), then she will study late in the library (`) e → `
If she has a textbook to read (t), then she will study late in the library (`) t → `
If the library is open (o), then she will study late in the library (`) o → `
She has an essay to finish e

In classical logic, this yields the following results

Group I {e→ `, e} |= ?

`

96% concluded `
Group II {e→ `, t → `, e} |= ?

`

96% concluded `
Group III {e→ `, o → `, e} |= ?

`

only 38% concluded `

 Instead of assuming that humans do not reason logically, we take the view that
humans do not necessarily reason in accordance with Classical Logic
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Classical Logic

Formal representation

If she has an essay to finish (e), then she will study late in the library (`) e → `
If she has a textbook to read (t), then she will study late in the library (`) t → `
If the library is open (o), then she will study late in the library (`) o → `
She has an essay to finish e

In classical logic, this yields the following results

Group I {e→ `, e} |= ` 96% concluded `
Group II {e→ `, t → `, e} |= ` 96% concluded `
Group III {e→ `, o → `, e} |= ` only 38% concluded `

 Instead of assuming that humans do not reason logically, we take the view that
humans do not necessarily reason in accordance with Classical Logic
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Classical Logic

Formal representation

If she has an essay to finish (e), then she will study late in the library (`) e → `
If she has a textbook to read (t), then she will study late in the library (`) t → `
If the library is open (o), then she will study late in the library (`) o → `
She has an essay to finish e

In classical logic, this yields the following results

Group I {e→ `, e} |= ` 96% concluded `
Group II {e→ `, t → `, e} |= ` 96% concluded `
Group III {e→ `, o → `, e} |= ` only 38% concluded `

 Instead of assuming that humans do not reason logically, we take the view that
humans do not necessarily reason in accordance with Classical Logic
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COGNITIVE ARGUMENTATION

Cognitive Principles
1. Humans make assumptions while reasoning

2. Many of these assumptions are not
necessarily valid in classical logic

3. These typical assumptions are extra-logical

4. Yet, humans are pretty good in explaining
plausibly why they make these assumptions

 Characterization as argument schemes

 These schemes guide argument construction
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COGNITIVE ARGUMENTATION

P set of propositional variables, ¬P = {¬x | x ∈ P}  {e, `, o, t}
S = (F ,A) cognitive state, with set of facts F and relevance set A  ({e}, {e, `})

Argument scheme AS is a pair of precondition and position of the form

AS = (Pre,Pos)

where Pre,Pos ⊆ (P ∪ ¬P)

I Argument ∆ is a set of argument schemes

If she has an essay to finish, then she will study late in the library (e  `)

She has an essay to finish (e)

I Argument Schemes (e  `) = ({e}, {`}) fact(e) = (∅, {e})
I Argument ∆ = {fact(e), (e  `)} is argument for ` given S = ({e}, {e, `})

 Evaluation of arguments as Dung [1995]
 Applied to preference based structured argumentation

e.g. Kakas and Moraitis [2003], Modgil and Prakken [2013], Prakken and Sartor [1997]
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COGNITIVE ARGUMENTATION

P set of propositional variables, ¬P = {¬x | x ∈ P}  {e, `, o, t}
S = (F ,A) cognitive state, with set of facts F and relevance set A  ({e}, {e, `})

Argument scheme AS is a pair of precondition and position of the form

AS = (Pre,Pos)

where Pre,Pos ⊆ (P ∪ ¬P)

I Argument ∆ is a set of argument schemes
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 Evaluation of arguments as Dung [1995]
 Applied to preference based structured argumentation

e.g. Kakas and Moraitis [2003], Modgil and Prakken [2013], Prakken and Sartor [1997]
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COGNITIVE ARGUMENTATION

P set of propositional variables, ¬P = {¬x | x ∈ P}  {e, `, o, t}
S = (F ,A) cognitive state, with set of facts F and relevance set A  ({e}, {e, `})

Argument scheme AS is a pair of precondition and position of the form

AS = (Pre,Pos)

where Pre,Pos ⊆ (P ∪ ¬P)

I Argument ∆ is a set of argument schemes

If she has an essay to finish, then she will study late in the library (e  `)

She has an essay to finish (e)

I Argument Schemes (e  `) = ({e}, {`}) fact(e) = (∅, {e})
I Argument ∆ = {fact(e), (e  `)} is argument for ` given S = ({e}, {e, `})

 Evaluation of arguments as Dung [1995]
 Applied to preference based structured argumentation

e.g. Kakas and Moraitis [2003], Modgil and Prakken [2013], Prakken and Sartor [1997]

24 September 2024 Cognitive Argumentation: Three Reasoning Tasks



COGNITIVE ARGUMENTATION

P set of propositional variables, ¬P = {¬x | x ∈ P}  {e, `, o, t}
S = (F ,A) cognitive state, with set of facts F and relevance set A  ({e}, {e, `})

Argument scheme AS is a pair of precondition and position of the form

AS = (Pre,Pos)

where Pre,Pos ⊆ (P ∪ ¬P)

I Argument ∆ is a set of argument schemes

If she has an essay to finish, then she will study late in the library (e  `)

She has an essay to finish (e)

I Argument Schemes (e  `) = ({e}, {`}) fact(e) = (∅, {e})
I Argument ∆ = {fact(e), (e  `)} is argument for ` given S = ({e}, {e, `})

 Evaluation of arguments as Dung [1995]
 Applied to preference based structured argumentation

e.g. Kakas and Moraitis [2003], Modgil and Prakken [2013], Prakken and Sartor [1997]
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COGNITIVE ARGUMENTATION

P set of propositional variables, ¬P = {¬x | x ∈ P}  {e, `, o, t}
S = (F ,A) cognitive state, with set of facts F and relevance set A  ({e}, {e, `})

Argument scheme AS is a pair of precondition and position of the form

AS = (Pre,Pos)

where Pre,Pos ⊆ (P ∪ ¬P)

I Argument ∆ is a set of argument schemes

If she has an essay to finish, then she will study late in the library (e  `)

She has an essay to finish (e)

I Argument Schemes (e  `) = ({e}, {`}) fact(e) = (∅, {e})
I Argument ∆ = {fact(e), (e  `)} is argument for ` given S = ({e}, {e, `})

 Evaluation of arguments as Dung [1995]
 Applied to preference based structured argumentation

e.g. Kakas and Moraitis [2003], Modgil and Prakken [2013], Prakken and Sartor [1997]
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COGNITIVE PRINCIPLES IN THE LIBRARY TASK

Maxim of Quality (Grice, 1975) (factual) information is assumed to be true ⇒ ∆fact

Maxim of Relevance (Grice, 1975) (mentioned) information is assumed to be relevant ⇒ ∆hyp

If she has an essay to finish, then she will study late in the library

I She has an essay to finish is sufficient support for She will study late in the library
 She has an essay to finish is a sufficient condition! ⇒ ∆

e s `

 She has an essay to finish is also a necessary condition! ⇒ ∆
e n `

If the library is open, then she will study late in the library

I The library is open is not sufficient support for She will study late in the library
I The library is not open plausibly explains She will not study late in the library

 The library is open is a necessary condition! ⇒ ∆
o n `

Relative strength relations
I Fact schemes are strongest schemes, hypothesis schemes are weakest schemes

I necessary schemes ( n ) are stronger than sufficient schemes ( s )
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COGNITIVE PRINCIPLES IN THE LIBRARY TASK
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If she has an essay to finish, then she will study late in the library

I She has an essay to finish is sufficient support for She will study late in the library
 She has an essay to finish is a sufficient condition! ⇒ ∆

e s `

 She has an essay to finish is also a necessary condition! ⇒ ∆
e n `

If the library is open, then she will study late in the library

I The library is open is not sufficient support for She will study late in the library

I The library is not open plausibly explains She will not study late in the library
 The library is open is a necessary condition! ⇒ ∆

o n `

Relative strength relations
I Fact schemes are strongest schemes, hypothesis schemes are weakest schemes

I necessary schemes ( n ) are stronger than sufficient schemes ( s )

29 September 2024 Cognitive Argumentation: Three Reasoning Tasks



COGNITIVE PRINCIPLES IN THE LIBRARY TASK
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COGNITIVE PRINCIPLES IN THE LIBRARY TASK

Maxim of Quality (Grice, 1975) (factual) information is assumed to be true ⇒ ∆fact

Maxim of Relevance (Grice, 1975) (mentioned) information is assumed to be relevant ⇒ ∆hyp

If she has an essay to finish, then she will study late in the library
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Relative strength relations
I Fact schemes are strongest schemes, hypothesis schemes are weakest schemes
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COGNITIVE PRINCIPLES IN THE LIBRARY TASK

Maxim of Quality (Grice, 1975) (factual) information is assumed to be true ⇒ ∆fact

Maxim of Relevance (Grice, 1975) (mentioned) information is assumed to be relevant ⇒ ∆hyp
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THE LIBRARY TASK REVISITED
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What follows? Will she study late in the library? Will she not study late in the library?

For ` and ` in Group I S = ({e}, {e, `})

∆e
e s `

Arg for `

∆e
e s `

∆
e,e n `

Attack

∆
e,e n `

∆e
e s `

∆e

Defense

∆
e,e n `

Arg for `

∆
e,e n `

∆e

Attack

 only ` is an acceptable conclusion

Construction for ` and ` in Group III S = ({e}, {e, `, o})

∆e
e s `

Arg for `

∆e
e s `

∆
o,o n `

Attack

∆e
e s `

∆
o,o n `

∆o

Defense

∆
o,o n `

Arg for `

∆
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∆e
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Attack

∆
o,o n `

∆e
e s `

∆
o,o n `

Defense

 ` and ` are acceptable conclusions
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Cognitive Argumentation (Dietz and Kakas [2020])

Fact Group sufficient&necessary sufficient Byrne [1989]

e I (simple) ` ` 96% `

e II (textbook) - ` 96% `

e III (library open) `, ` `, ` 38% `

I If she has an essay to finish, then she will study late in the library

I If the library is open, then she will study late in the library

I She has an essay to finish

What follows?

1. She will study late in the library 96%
2. She will not study late in the library
3. She may or may not study late in the library
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Cognitive Argumentation (Dietz and Kakas [2020])

Fact Group sufficient&necessary sufficient Byrne [1989]

e I (simple) ` ` 96% `

e II (textbook) - ` 96% `

e III (library open) `, ` `, ` 38% `

I If she has an essay to finish, then she will study late in the library
I If the library is open, then she will study late in the library
I She has an essay to finish

What follows?

1. She will study late in the library 38%
2. She will not study late in the library
3. She may or may not study late in the library
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Cognitive Argumentation (Dietz and Kakas [2020])

Fact Group sufficient&necessary sufficient Byrne [1989]

e I (simple) ` `, ` 46% `

e II (textbook) - `, ` 4% `

e III (library open) ` `, ` 63% `

I If she has an essay to finish, then she will study late in the library

I If she has a textbook to read, then she will study late in the library

I She does not have an essay to finish

What follows?

1. She will study late in the library
2. She will not study late in the library 46%
3. She may or may not study late in the library
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Cognitive Argumentation (Dietz and Kakas [2020])

Fact Group sufficient&necessary sufficient Byrne [1989]

e I (simple) ` `, ` 46% `

e II (textbook) - `, ` 4% `

e III (library open) ` `, ` 63% `

I If she has an essay to finish, then she will study late in the library
I If she has a textbook to read, then she will study late in the library
I She does not have an essay to finish

What follows?

1. She will study late in the library
2. She will not study late in the library 4%
3. She may or may not study late in the library
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Cognitive Argumentation (Dietz and Kakas [2020])

Fact Group sufficient&necessary sufficient Byrne [1989]

` I (simple) e e, e 71% e

` II (textbook) - e, e 13% e

` III (library open) e e, e 54% e

I If she has an essay to finish, then she will study late in the library

I If she has a textbook to read, then she will study late in the library

I She will study late in the library

What follows?

1. She has an essay to finish 71%
2. She does not have an essay to finish
3. She may or may not have an essay to finish
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Cognitive Argumentation (Dietz and Kakas [2020])

Fact Group sufficient&necessary sufficient Byrne [1989]

` I (simple) e e, e 71% e

` II (textbook) - e, e 13% e

` III (library open) e e, e 54% e

I If she has an essay to finish, then she will study late in the library
I If she has a textbook to read, then she will study late in the library
I She will study late in the library

What follows?

1. She has an essay to finish 13%
2. She does not have an essay to finish
3. She may or may not have an essay to finish
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Cognitive Argumentation (Dietz and Kakas [2020])

Fact Group sufficient&necessary sufficient Byrne [1989]

` I (simple) e e 92% e
` II (textbook) - e 96% e

` III (library open) e e 33% e

I If she has an essay to finish, then she will study late in the library

I If the library is open, then she will study late in the library

I She will not study late in the library

What follows?

1. She has an essay to finish

2. She does not have an essay to finish 92%
3. She may or may not have an essay to finish
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Cognitive Argumentation (Dietz and Kakas [2020])

Fact Group sufficient&necessary sufficient Byrne [1989]

` I (simple) e e 92% e
` II (textbook) - e 96% e

` III (library open) e e 33% e

I If she has an essay to finish, then she will study late in the library
I If the library is open, then she will study late in the library
I She will not study late in the library

What follows?

1. She has an essay to finish

2. She does not have an essay to finish 33%
3. She may or may not have an essay to finish
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What follows? Will she study late in the library? Will she not study late in the library?

For ` and ` in Group I S = ({e}, {e, `})

∆e
e s `

Arg for `

∆e
e s `

∆
e,e n `

Attack

∆
e,e n `

∆e
e s `

∆e

Defense

∆
e,e n `

Arg for `

∆
e,e n `

∆e

Attack

 only ` is an acceptable conclusion

Construction for ` and ` in Group III S = ({e}, {e, `, o})

∆e
e s `

Arg for `

∆e
e s `

∆
o,o n `

Attack

∆e
e s `

∆
o,o n `
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Arg for `

∆
o,o n `

∆e
e s `

Attack

∆
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∆e
e s `

∆
o,o n `

Defense

 ` and ` are acceptable conclusions

Argumentation works on a two-level decision procedure

Argument Construction What are the arguments for and against a certain position?
Preference-based decision What are their relative strength relations? Which argument wins?

 Can argument construction be guided by ’lower levels’ of cognition implemented in a cognitive architecture?
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BRIDGING TO LOWER LEVELS
OF COGNITION

Image retrieved from [Borst and Anderson, 2017]
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ACT-R: A THEORY ABOUT HOW HUMAN COGNITION WORKS (ANDERSON [2007])

Arguments as Chunks in Declarative Module

 Model stores information as chunks

 Each chunk has a name (used for reference)

 A chunk possibly contains a set of named slots with single values

(chunk-type context value hypo)

(chunk-type argument fact hypo

position context neg-position strength)

(add-dm

(SUF isa context value SUFFICIENT hypo ALTERNATIVE)

(NEC isa context value NECESSARY hypo DISABLER)

(ARG-E-SUF isa argument fact ESSAY hypo NONE

position "YES" context SUF

neg-position "UNKNOWN" strength 1)

)

Simulation of Cognitive
Functions (Anderson [2007])

Functions as modules
I Declarative memory
I Procedural module
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ACT-R: A THEORY ABOUT HOW HUMAN COGNITION WORKS (ANDERSON [2007])
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ACT-R: A THEORY ABOUT HOW HUMAN COGNITION WORKS (ANDERSON [2007])

Procedural System and Knowledge Retrieval

 Modification of the system’s state through execution of rules:

Procedural module, Utility module, Production-compilation module

(p retrieve-counter (...)
=goal>
state argue

=retrieval>
position =position

(...)
==> (...)
+retrieval>
(...)
neg-position =position

=goal>
state argue)

 Retrieval of knowledge through chunk activation

spreading activation, base-level activation, noise, partial matching

Simulation of Cognitive
Functions (Anderson [2007])

Functions as modules
I Declarative memory
I Procedural module
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ACT-R: A THEORY ABOUT HOW HUMAN COGNITION WORKS (ANDERSON [2007])
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THE LIBRARY TASK: DECISION MAKING GUIDED BY STRENGTH AND ACTIVATION

Simplifications:
I circumvent ‘natural language processing’ issue by defining context chunks
I chunk activation is used for diverging interpretations in different contexts
I Processing time for the argumentative reasoning is not considered (yet)

The Cognitive Model

Visual Perception (retrieve), scan, attend and read information

Understand and Argue as soon as required information processed

1. non-deterministic decision on interpretation

2. activates fact and context semantics

3. retrieves argument for position with highest activation

4. retrieves counterargument with highest activation

5. choice determined by activation or relative strength

Manual Control prepare, move mouse and click button

 All 12 cases of the suppression task modeled within ACT-R!
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Cognitive Argumentation (Dietz and Kakas [2020])

Fact Group sufficient&necessary sufficient Byrne [1989] ACT-R (Dietz [2022])

e I ` ` 96% ` 90% `

e II - ` 96% ` 90% `

e III `,` `, ` 38% ` 37% `

e I ` `,` 46% ` 31% `

e II - `,` 4% ` 10% `

e III ` `,` 63% ` 65% `

` I e e, e 71% e 31% e

` II - e, e 13% e 10% e

` III e e, e 54% e 64% e

` I e e 92% e 90% e
` II - e 96% e 89% e

` III e e 33% e 37% e
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Cognitive Architecture Cognitive Argumentation

Take Home Message

First step towards reasoning with argumentation by bridging to lower levels of cognition...

... argumentation provides contrastive explanations (why not choose the other answer ? ...)

... heuristics in ACT-R can serve as a guidance for the selection of arguments !
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Cognitive Architecture Cognitive Argumentation
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The Card Task: Abstract Case (Wason 1968)

Consider four cards where each of them has a letter on one side
and a number on the other side. Given the conditional

If there is a D on one side of the card, then there is a 3 on the other side

Which cards must be turned to prove that the conditional holds?

D F 3 7

Experimental Results 89% 16% 62% 25%
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The Card Task: Deontic Case (Griggs and Cox 1982)

Consider four cards, where on one side there is the person’s age and
on the other side of the card what the person is drinking. Given the conditional

If a person is drinking beer, then the person must be over 19 years of age

Which cards must be turned to prove that the conditional holds?

beer coke 22yrs 16yrs

Experimental Results 95% 0.025% 0.025% 80%
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The Card Task: Everyday Case (Pollard 1981)

Consider four cards, where on one side there is the person’s travel destination and
on the other side of the card how the person is traveling. Given the conditional

If I go to Manchester, then I travel by train

Which cards must be turned to prove that the conditional holds?

Manchester Leeds train car

Experimental Results 100% 0% 33% 42%
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The Card Task: Everyday Case (Pollard 1981)
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Selection Patterns and Percentages per Case

Group Selection Pattern∗ Abstract Everyday Deontic
D  3 Manchester train beer 22yrs

I P 36 23 13
II P, Q 39 37 19
III P, Q and Q 5 11 4
IV P, Q 19 29 64

∗P, Q, P, Q stand for D, 3, F , 7 (abstract), Manchester, train, Leeds, car (everyday), and beer, 22yrs, coke, 16yrs (deontic)

16 different selection patterns exist. Four canonical groups can be identified. The majority in
I the abstract case are in group I and II
I the everyday case are in group I, II and IV
I the deontic case are in group III

Can Cognitive Argumentation uniformly capture the differences

among the individuals’ selections? the canonical groups? within the varying contexts?
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∗P, Q, P, Q stand for D, 3, F , 7 (abstract), Manchester, train, Leeds, car (everyday), and beer, 22yrs, coke, 16yrs (deontic)

16 different selection patterns exist. Four canonical groups can be identified. The majority in
I the abstract case are in group I and II
I the everyday case are in group I, II and IV
I the deontic case are in group III

Can Cognitive Argumentation uniformly capture the differences

among the individuals’ selections? the canonical groups? within the varying contexts?
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COGNITIVE ARGUMENTATION

Cognitive Principles
1. Humans make assumptions while reasoning

2. Many of these assumptions are not
necessarily valid in classical logic

3. These typical assumptions are extra-logical

4. Yet, humans are pretty good in explaining
plausibly why they make these assumptions

 Characterization as argument schemes

 These schemes guide argument construction
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COGNITIVE ARGUMENTATION

P set of propositional variables, ¬P = {¬x | x ∈ P}  {e, `, o, t}
S = (F ,A) cognitive state, with set of facts F and relevance set A  ({e}, {e, `})

Argument scheme AS is a pair of precondition and position of the form

AS = (Pre,Pos)

where Pre,Pos ⊆ (P ∪ ¬P)

I Argument ∆ is a set of argument schemes

If she has an essay to finish, then she will study late in the library (e  `)

She has an essay to finish (e)

I Argument Schemes (e  `) = ({e}, {`}) fact(e) = (∅, {e})
I Argument ∆ = {fact(e), (e  `)} is argument for ` given S = ({e}, {e, `})

 Evaluation of arguments as Dung [1995]
 Applied to preference based structured argumentation

e.g. Kakas and Moraitis [2003], Modgil and Prakken [2013], Prakken and Sartor [1997]
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COGNITIVE ARGUMENTATION
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COGNITIVE PRINCIPLES IN THE CARD TASK

Maxim of Quality (Grice, 1975) (factual) information is assumed to be true ⇒ ∆fact

Maxim of Relevance (Grice, 1975) (mentioned) information is assumed to be relevant ⇒ ∆hyp

If she has an essay to finish, then she will study late in the library

I She has an essay to finish is sufficient (∆
P s Q

), necessary (∆
Q n P

) and secondary necessary (∆
P n Q

)

I Given that She will not study late in the library, it follows that She does not have an essay to finish
. Recognizing this association requires an active search for counter-examples
. Repeating this process leads to a new direct association (short-cut) (learned)

 She has an essay to finish is a secondary sufficient condition (∆
Q s P

)

If a person is driving a car, then the person must have a driver’s license

I Necessary conditions can appear as consequence (inverted)  driver’s license is necessary (∆
Q n P

)

Relative strength relations
I Fact schemes are strongest schemes, hypothesis schemes are weakest schemes

I Necessary schemes ( n ) are stronger than sufficient schemes ( s )
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CANONICAL ARGUMENT CONSTRUCTION

Group Selection Pattern∗ Abstract Everyday Deontic
D  3 Manchester train beer 22yrs

I P 36 23 13
II P, Q 39 37 19
III P, Q and Q 5 11 4
IV P, Q 19 29 64
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CANONICAL ARGUMENT CONSTRUCTION
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D  3 Manchester train beer 22yrs

I P 36 23 13
II P, Q 39 37 19
III P, Q and Q 5 11 4
IV P, Q 19 29 64

∆P
P s Q

1, Q

∆P
P s Q

∆Q

2

∆P
P s Q

∆Q

∆P
P s Q

3-4

∆Q

1, Q

∆Q

∆P
P s Q

2
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Canonical Groups characterized by Cognitive Principles

Cognitive Argumentation (Dietz and Kakas [2021])

Group
Card % Cognitive Principles I II IV

A
bs

tra
ct D ≥99 sufficient condition

3 44 necessary condition

7 24 secondary sufficient condition

E
ve

ry
da

y Manchester 100 sufficient condition

Train 48 necessary condition

Car 40 learned secondary sufficient condition

D
eo

nt
ic Beer 100 inverted necessary condition

22 yrs 23 inverted sufficient condition

16 yrs 68 inverted learned secondary necessary condition
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Canonical Groups Cognitive Argumentation

Take Home Message

1. Cognitive Argumentation captures dominant canonical selections for all task variations

2. In the abstract and everyday case, associations through counter-examples do not seem to be established

3. In the deontic case, the condition within the inverted conditional is more easily interpreted as necessary

Main advantages of CA is its simplicity, generalizability and its use of a universal criterion of acceptability!
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Some artists are not bakers
All bakers are chemists

What follows about the relation between artists and chemists?

I All artists are chemists
I No artists are chemists
I Some artists are chemists
I Some artists are not chemists
I All chemists are artists
I No chemists are artists
I Some chemists are artists
I Some chemists are not artists
I No valid conclusion

I In Classical Logic No valid conclusion follows
I Majority of participants in psychological experiments answers differently
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Some artists are not bakers
All bakers are chemists

What follows about the relation between artists and chemists?

I All artists are chemists
I No artists are chemists
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Syllogisms: Moods

mood natural language first-order logic abbreviation

affirmative universal all a are b ∀X(a(X)→ b(X)) Aab
affirmative existential some a are b ∃X(a(X) ∧ b(X)) Iab

negative universal no a are b ∀X(a(X)→ ¬b(X)) Eab
negative existential some a are not b ∃X(a(X) ∧ ¬b(X)) Oab

Some artists are not bakers ⇒ Oab

All bakers are chemists ⇒ Abc
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Syllogisms: Figures
I 4 figures

premise 1 premise 2

figure 1 a-b b-c
figure 2 b-a c-b
figure 3 a-b c-b
figure 4 b-a b-c

I 64 pairs of premises
I abbreviated by the first and the second mood of the figure

Some artists are not bakers

All bakers are chemists ⇒ OA1

I 512 (not necessarily valid) syllogisms
I possible conclusions are the 4 moods instantiated by a-c and c-a

All artists are bakers

All bakers are chemists ⇒ AA1
All artists are chemists ⇒ Aac
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Human Syllogistic Reasoning

Khemlani and Johnson-Laird (2012) made a meta-study on syllogistic reasoning

I 64 different pairs of premises and 512 different syllogisms

I Data from 6 psychological experiments
I Comparison of this data with 12 cognitive theories
I None of the current theories models human syllogistic reasoning adequately!
I If psychologists could agree on an adequate theory of syllogistic reasoning, then

progress toward a more general theory of reasoning would seem to be feasible

The human syllogistic reasoning approach under the Weak Completion Semantics

outperforms any of the twelve cognitive theories!
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Is argumentation suitable for modeling human reasoning?

I Classical Logic (CL) has successfully been applied to our scientific reasoning,
however experimental studies show humans do not reason according to CL

⇒ non-classical logic approach needed (Stenning and van Lambalgen [2008])

I In human reasoning, the process of arriving at and justifying claims seems
to be done by the construction of arguments (Mercier and Sperber [2011])

I Evidence in the context of conditional reasoning (Nickerson [2015])

In this talk I will

1. provide an argumentation logic framework

2. with cognitive principles in argument schemes

3. discuss a particular case of human syllogistic reasoning
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Argument Schemes and Critical Thinking

Argumentation is concerned with constructing good quality arguments

Two central issues
I Construction of arguments
I Evaluation of these as good quality ones

Argument Schemes (Pollock [1995], Walton [1996])

I common, stereotypical reasoning patterns that are non-deductive & nonmonotonic
I prescribed associations between some information

called premises with another piece of information, called position of the scheme
I Link between information can be very general, no formalization provided
I have proven to be powerful in understanding the structure of arguments & plays a

key role in teaching critical thinking skills⇒ https://www.rationaleonline.com/

Arguments are build through a chain of application of several argument schemes,
until applying an argument scheme whose position is the desired one
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Argumentation for Logical Reasoning

I L is a given language  SR
I P is the set of predicate relations  {a, b, c}
I T is the set of terms  {t0, . . . , tn}
I Prem is the set of premises  {Axy, Ixy,Oxy,Exy | x , y ∈ P}

argument scheme AS is a pair of precondition and position of the form

AS = (QX) ({L1(X) . . . Lk (X),P1, . . .Pl}, {Lk+1(X) . . . Lm(X),Pl+1, . . .Pn})

where Q ∈ {∀, ∃}, k , l,m, n ≥ 0, Li (X)’s are literals and Pj ∈ Prem

Given a choice t ∈ T , an instance of AS = (Pre,Pos)

a = ASt = ({L1(t) . . . Lk (t),P1, . . .Pl}, {Lk+1(t) . . . Lm(t),Pl+1, . . .Pn})

I is an individual argument
I Argument ∆ is a set of individual arguments
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Support Relation

Some artists are not bakers ⇒ Oab
Argument scheme that captures the classical assertion of the O mood

Oc(y , z) = ∃X({Oyz}, {y(X),¬z(X)})) where y, z ∈ P

We can construct an instance of Oc(y , z) where y = a and z = b such that

a1 = Oc(a, b)t0 = ({Oab}, {a(t0),¬b(t0)}) for a choice t0 ∈ T

I Given a set of premises, Prem, a = ASt = (Pret ,Post ) supports F iff
I F ∈ Post and Pret ⊆ Prem

I Given a set of premises, Prem, an argument ∆ supports F iff either
1. there is an a ∈ ∆, such that a supports F

2. there are a1, . . . , an ∈ ∆ such that a1, . . . , an support

F1, . . . ,Fn

and there is an a′ = AS′
t = ({F1, . . . ,Fn,Fn+1, . . . ,Fo},Pos′t ) ∈ ∆

such that {Fn+1, . . . ,Fo} ⊆ Prem and F ∈ Pos′t

Given Oc(a, b)t0 and Prem = {Oab}, a1 supports a(t0) and ¬b(t0) for a choice t0 ∈ T
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Conflict relation C and binary strength relation �

I Evaluation of arguments as in Dung [1995]
I applied to preference based structured argumentation (e.g. Kakas and Moraitis

[2003], Modgil and Prakken [2013], Prakken and Sartor [1997])

I A is in conflict with ¬A and vice versa for any atom A
I We define

L = ¬A when L = A and L = A when L = ¬A

I Arguments are required to be conflict-free
I They are not allowed to support both L and L

I binary strength relation � expresses relative strength among argument schemes
I AS � AS′ denotes that AS is stronger than AS′

I Given that a = ASt and a′ = AS′
t a � a′ iff AS � AS′
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An argumentation logic framework is a triple AL = 〈As, C,�〉 where
I As is a set of argument schemes
I C is a conflict relation
I � is a binary relation on As, called the strength relation

Given AL = 〈As, C,�〉, ∆′ attacks or is a counterargument of another ∆ iff
I there exists an L, such that ∆ supports L and ∆′ supports L

All artists are bakers ⇒ Aab
Argument scheme that captures the classical assertion of the A mood

Ac(y , z)=∀X ({Ayz, y(X)}, {z(X)}) where y , z ∈ P
Recall: Instantiated O mood with t0 where x = a and y = b

a0 = ASO
t0 = ({Oab}, {a(t0),¬b(t0)})

We can construct an instance of Ac(y , z) with t0 where x = a and y = b such that

a1 = Ac(a, b)t0 = ({Aab, a(t0)}, {b(t0)})

If {Oab,Aab} ⊆ Prem then {a0} and {a1} attack each other!
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Defense Relation and Acceptable Arguments

Given 〈As, C,�〉, ∆ defends against ∆′ iff
I there exists an L and ∆min ⊆ ∆, ∆′

min ⊆ ∆′ such that

I ∆min, ∆′
min minimally support L, L respectively

I if there exists a′ ∈ ∆′
min, a ∈ ∆min such that a′ � a

then there exists b ∈ ∆min, b′ ∈ ∆′
min, such that b � b′

∆ minimally supports L iff there is no ∆′ ⊂ ∆ such that ∆′ supports L

Given 〈As, C,�〉, ∆ is acceptable or admissible iff

∆ is conflict-free and ∆ defends against all arguments attacking ∆
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Credulous and Skeptical Conclusions

Given AL = 〈As, C,�〉 and a set of premises Prem

I L is acceptable in AL(Prem) or a credulous conclusion of AL(Prem) iff
I there exists an acceptable ∆ in AL(Prem) that supports L

I L is a skeptical conclusion of AL(Prem) iff
I L is a credulous conclusion of AL(Prem), and
I L is not a credulous conclusion of AL(Prem),

i.e. there is no acceptable argument supporting L

I Skeptical arguments acceptability operator F (Kakas and Mancarella [2013])
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Cognitive Principles as Argument Schemes



Cognitive Principles

Costa, D.S., Hölldobler (2017) D.S., Hölldobler, Mörbitz (2017)

Idea humans make (not necessarily classical logic valid) assumptions while reasoning
Goal provide a formalization for all these observed assumptions within one framework

1. classical assertions on quantified statements

I some conclusions that follow formally are also derived by humans
e.g. modus ponens

2. presupposition from philosophy of language

I natural language statements imply presuppositions that are not made in CL
e.g. no quantification over empty domains

3. assertions from cognitive psychology

I observations made in psychological experiments
e.g. interpretation of a conditional statement as biconditional

4. conflicts in reasoning

I weakness of hypotheses and strength of facts principle
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Classical Assertions

I some conclusions that follow formally are also derived by humans

The classical argument schemes are

Ac(y , z) = ∀X ({Ayz, y(X)}, {z(X)})
Ic(y , z) = ∃X ({Iyz}, {y(X), z(X)})
Ec(y , z) = ∀X ({Eyz, y(X)}, {¬z(X)})
Oc(y , z) = ∃X ({Oyz}, {y(X),¬z(X)})

I Ac, Ic,Ec and Oc represent classical assertion argument schemes for

All, Some, No and Some not, respectively

I if not stated otherwise, the argument schemes apply for all y , z ∈ P
I When X is existentially quantified we instantiate with a not yet taken t ∈ T
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Presuppositions from Philosophy of Language

I Humans generally do not quantify over things that do not exist

Existential import and non-empty properties (Johnson-Laird [1983], Rips [1994])

I fact(y) = ∃X (∅, {y(X)})
I Hypothesis scheme All terms have or do not have any property

hyp(y) = ∃X (∅, {y(X)}) or hyp(¬y) = ∃X (∅, {¬y(X)})

I Humans communicate according to the cooperation principle
I They try to make their conversations as informative as required

Maxim of quantity (Grice [1975])

Iqnty(y , z) = ∃X ({Iyz}, {y(X),¬z(X)})
Oqnty(y , z) = ∃X ({Oyz}, {y(X), z(X)})
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Assertions from Cognitive Psychology

I Humans often understand conditionals as biconditionals

Conditional as biconditional (Evans, Newstead, and Byrne [1993])
Acon(y , z) = ({Ayz}, {Azy})

I There is little evidence that humans apply modus tollens conclusions directly
I Instead, it seems that they can form simple forms of proof by contradiction

Refutation schemes (O’Brien, D. S. Braine, and Yang [1994], Rips [1994])

Arefute(y , z) = ∀X ({Ayz,¬z(X)}, {¬y(X)})
Erefute(y , z) = ∀X ({Eyz, z(X)}, {¬y(X)})

I Premise pairs of existential moods where the entities introduced
can have some common property, can be identified as the same entity

Identification of entities
MM′

id(y , z) = ({Myz,M′y ′z′}, {M′′uv})
I M,M′ ∈ {I,O}, common property is either affirmative or negative in both premises
I M′′ = I or M′′ = O, depends on the parity of the non-common properties u and v
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Conflicts in Reasoning

Given Grice’s maxim of quality in the cooperative principle, we assume that what
humans say is not false and that information we receive has adequate evidence

What should we do when we encounter a conflict?

Wason [1964] and Johnson-Laird, V.Girotto, and P.Legrenzi [2004] claim that
I humans might recheck their inferences
I if a conflict arises between a fact and a valid inference from some arbitrary or

general assumption, then the assumption will be given up, in favor of the fact

Weakness of Hypothesis The hypothesis scheme is weaker than any other scheme!

Strength of Facts Schemes that introduce factual information are stronger than others!
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Syllogistic Reasoning via Argumentation



Syllogistic Argumentation Framework

Derivation of “mood quantified conclusions”
1. What can be derived about the individual relations a and c and their negations?

2. Can these results give us a quantified conclusion under some standard
quantifier interpretation compatible with that of the syllogistic moods?

Syllogistic Argumentation Framework ASR = 〈As, C,�〉
I predicate relations P = {a, b, c}
I T = {t0, . . . , tn}
I As consists of set of all argument schemes just introduced
I relative strength relation �

I AS � hyp for any argument scheme AS ∈ As
I AS � AS′ for all AS ∈ {Ic, IqntyOc,Oqnty, fact} and

all AS′ that do not belong to this set (except of MM′
id)
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Valid Conclusions in ASR

A syllogistic conclusion is a valid conclusion from a given pair of premises Syl
in ASR(Syl), where yz = ac or yz = ca, as follows

Ayz iff for all terms t ∈ T , if y(t) is a skeptical conclusion
then z(t) is also a skeptical conclusion in ASR(Syl)

Iyz iff there is some term t ∈ T
such that y(t) and z(t) are both skeptical conclusions in ASR(Syl)

Eyz iff for all terms t ∈ T , if y(t) is a skeptical conclusion
then z(t) is not a skeptical conclusion in ASR(Syl)

Oyz iff there is some term t ∈ T
such that y(t) and ¬z(t) are both skeptical conclusions in ASR(Syl)
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OA1 – Some a are not b. All b are c.

I In Classical Logic No valid conclusion follows

I Participants concluded as follows

Premises Aac Eac Iac Oac Aca Eca Ica Oca NVC

OA1 1 19 46 1 4 20

I ASR({Oab,Abc}) allows us to derive Iac , Ica and Oac as valid conclusions

Consider the conclusion Iac in ASR({Oab,Abc})
There has to exist a t ∈ T such that both, a(t) and c(t), are skeptical conclusions!

We need to

1. find arguments that support a(t) and c(t) for some t ∈ T
2. show that these arguments are acceptable and

3. check that there are no acceptable arguments for ¬a(t) and for ¬c(t)
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a2 = hyp(c) = (∅, {c(t1)})
a3 = Ac(b, c)

= ({Abc, b(t1)}, {c(t1)})

individual attacks on a1, a2 or a3

a4 = hyp(¬a) = (∅, {¬a(t1)})
a5 = hyp(¬b) = (∅, {¬b(t1)})
a6 = hyp(¬c) = (∅, {¬c(t1)})
a7 = Arefute(b, c)

= ({Abc,¬c(t1)}, {¬b(t1)})

argument supports attacks

∆ab {a1} a(t1), b(t1) ∆ā,∆b̄ , ∆b̄c̄

∆abc {a1, a2} a(t1), b(t1), c(t1) ∆ā,∆b̄ , ∆c̄ , ∆b̄c̄

∆?
abc {a1, a3} a(t1), b(t1), c(t1) ∆ā,∆b̄,∆c̄ ,∆b̄c̄

∆ā {a4} ¬a(t1) ∆ab, ∆abc , ∆?
abc

∆b̄ {a5} ¬b(t1) ∆ab, ∆abc , ∆?
abc

∆c̄ {a6} ¬c(t1) ∆abc , ∆?
abc

∆b̄c̄ {a6, a7} ¬c(t1),¬b(t1) ∆ab, ∆abc , ∆?
abc
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∆ā {a4} ¬a(t1) ∆ab, ∆abc , ∆?
abc

∆b̄ {a5} ¬b(t1) ∆ab, ∆abc , ∆?
abc

∆c̄ {a6} ¬c(t1) ∆abc , ∆?
abc

∆b̄c̄ {a6, a7} ¬c(t1),¬b(t1) ∆ab, ∆abc , ∆?
abc



Arguments in ASR({Oab,Abc}) for and against Iac and Ica

individual arguments for a, b or c

a1 = Oqnty(a, b)

= ({Oab}, {a(t1), b(t1)})
a2 = hyp(c) = (∅, {c(t1)})
a3 = Ac(b, c)

= ({Abc, b(t1)}, {c(t1)})

individual attacks on a1, a2 or a3

a4 = hyp(¬a) = (∅, {¬a(t1)})
a5 = hyp(¬b) = (∅, {¬b(t1)})
a6 = hyp(¬c) = (∅, {¬c(t1)})
a7 = Arefute(b, c)

= ({Abc,¬c(t1)}, {¬b(t1)})

argument supports attacks

∆ab {a1} a(t1), b(t1) ∆ā,∆b̄ , ∆b̄c̄
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∆?
abc {a1, a3} a(t1), b(t1), c(t1) ∆ā,∆b̄,∆c̄ ,∆b̄c̄
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∆c̄∆b̄∆ā ∆b̄c̄

∆ab ∆ab ∆abc ∆?
abc ∆?

abc

(i) (i) (iia) (iib) (iii)

∆?
abc defends against all its attacks, whereas ∆b̄c̄ does not!



argument supports attacks acceptable

∆ab {a1} a(t1), b(t1) ∆ā, ∆b̄ , ∆b̄c̄
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X
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